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Abstract

Intensive Care Units (ICUs) are some of the highest intensity areas of patient care activities
in hospitals, yet documentation and understanding of the occurrence of these activities
remain sub-optimal due in part to already-demanding patient care workloads of nursing staff.
Recently, computer vision based methods operating over color and depth data collected
from passive mounted sensors have been developed for automated activity recognition, but
have been limited to coarse or simple activities due to the complex environments in ICUs,
where fast-changing activities and severe occlusion occur. In this work, we introduce an
approach for tackling more challenging activities in ICUs by combining depth data from
multiple sensors to form a single 3D point cloud representation, and using a neural network-
based model to reason over this 3D representation. We demonstrate the effectiveness
of this approach using a dataset of mobility-related patient care activities collected in a
clinician-guided simulation setting.

1. Introduction

In high-intensity hospital environments such as Intensive Care Units (ICUs), the ability to
record the occurrence of patient care activities at a per-patient level is key to both monitoring
protocol adherence and studying the correlation of care activities with patient outcomes
(Investigators et al., 2015; Schweickert et al., 2009). While it is impractical for nurses or staff
to constantly record activities at a sufficient level of detail, computer vision has been proposed
as a potential solution for monitoring and automatically recognizing clinical activities in
hospitals. Passive sensors placed in the environment can capture visual data on a perpetual
basis, and machine learning algorithms can reason over this data to identify clinical activities.
Recently, success has been shown for using computer vision to recognize surgical workflow
in operating rooms (Twinanda et al., 2015), to assess patient mobility status in ICUs (Ma
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et al., 2017), and to monitor hand hygiene in hospital corridors (Haque et al., 2017). These
studies have used either RGB-D sensors (Twinanda et al., 2015; Ma et al., 2017), or depth
sensors only (Haque et al., 2017), such that the entire system is privacy-preserving.

While these early studies have shown success in recognizing coarse or limited activities, an
important challenge is extending this recognition to a wider range of patient care activities.
Here a number of difficulties arise, due to both the fine-grained nature of subtly different
activities, as well as the complexity of environments like ICUs. One common challenge is
occlusion, where important visual information is physically obfuscated by objects in the
camera’s line of sight. This is particularly prevalent with 2-dimensional data from a single
viewpoint, especially in complex environments which contain a large number of objects
that can occlude the camera. For example, a patient may be occluded by a caretaker or a
curtain, which is especially common in an ICU setting where care activities often require
multiple caretakers, and are performed under an environment with complex equipment setups.
Moreover, 2-dimensional data from a single camera is viewpoint variant, which undesirably
requires extra computation such as training one model for each viewpoint or incorporating
a spatial transformer network (Jaderberg et al., 2015) to normalize different views, and is
difficult to generalize.

To address the challenges of difficult viewpoints and to obtain a more complete un-
derstanding of an ICU environment, we propose that in contrast to reasoning over image
streams from individual RGB or depth sensors as in (Ma et al., 2017; Haque et al., 2017), a
more powerful approach towards robust recognition of activities is to reason over integrated
information from multiple depth sensors in 3D. In particular, we collect inputs from two
depth sensors capturing complementary viewpoints covering the front and side view of a
room, which we then use to build point clouds over the room. Point clouds provide benefits
over other representations, namely their ability to model scenes at a shared, global level
(Goesele et al., 2010). Additionally, due to their 3D nature, point clouds provide geometric
invariance such as viewpoint independence (Henry et al., 2012). These benefits are useful
for our task of understanding activities in ICUs, which have inherently complex scenes that
could be better reasoned over using global representations.

We demonstrate the use of a deep learning-based approach reasoning over 3D point cloud
representations to recognize a set of patient care activities common in ICU ward settings. We
focus in particular on activities related to patient mobility, to encourage early mobility and
prevent complications such as ICU acquired weakness. We set up a simulation room of an
adult ICU ward, and collect a dataset of clinician-led simulations of these activities using two
depth sensors capturing complementary views. We combine data from both sensors to form
a point cloud, a view-invariant 3D representation of the room. We then show that a neural
network-based model reasoning over the point cloud representation is able to effectively
recognize the activities and outperform approaches based on single-sensor data.

2. Related Work

Recognizing and interpreting human activity is a widely studied problem in computer
vision (Poppe, 2010; Weinland et al., 2011), across both images and videos. While these
have primarily focused in the domain of color internet images and videos (Caba Heilbron
et al., 2015; Jiang et al., 2014; Yeung et al., 2015; Ramanathan et al., 2015; Abu-El-Haija
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Our Model —» Action
Prediction

Figure 1: An overview of our proposed approach. Depth data from multiple sensors is
combined in a fused point cloud representation. Our model is a neural network-based model
operating over this point cloud input that produces the final activity prediction.

et al., 2016; Carreira and Zisserman, 2017), a recent line of work has also explored activity
recognition from depth images expressing distances of people and objects from the sensor (Ye
et al., 2013).

In contrast to these traditional approaches that reason over 2D image data, an alternative
representation of a visual scene is a point cloud, which is a 3D point occupancy-based
representation of a given space. Such a 3D representation has several advantages over single
viewpoint 2D representation. It has more detailed information of the space, and does not
suffer from object occlusion since its construction utilizes information of the whole space
rather than a single viewpoint. Recently, neural network-based models have been developed
that reason over point cloud inputs (Qi et al., 2017) for the task of object classification. We
build upon this work, and reason over point clouds to detect patient care activities in ICUs,
in particular a set of activities related to mobility.

In the domain of healthcare, the use of computer vision-based methods to automatically
interpret clinically-relevant human activities in healthcare spaces has shown early promises
for a number of applications. (Ma et al., 2017) and (Twinanda et al., 2015) both use color
video supplemented by depth data (RGB-D), to recognize surgical workflow activities in an
operating room and assess patient mobility level in an ICU room, respectively. (Haque et al.,
2017) uses a depth sensor-only setup to preserve privacy, and presents a larger-scale study of
computer vision for recognizing hand hygiene actions in corridors across a hospital unit.

Our work builds upon all of these. We use a privacy-preserving depth sensor-only setup
similar to (Haque et al., 2017). While they focused on hospital corridors, we study the
environment inside an ICU room like (Ma et al., 2017), and in particular focus on the
application of encouraging patient mobility. However, while (Ma et al., 2017) classified video
segments with the maximum level of patient mobility in each segment (4 levels corresponding
to Nothing, In-Bed, Out-of-Bed, and Walking), we focus not on assessing the state of
the patient but rather on recognizing the nursing activities involved in a patient’s care.
Recording these has the potential to assist in ensuring compliance with protocols for patient
care activities, as well as correlating performed activities with outcomes towards developing
effective care guidelines. In order to recognize such discrete activities, which may be fast-
changing and complex, we move from interpreting single-sensor data as in (Haque et al.,
2017) and (Ma et al., 2017), to integrating multi-sensor data in a 3D representation and
performing 3D reasoning. (Twinanda et al., 2015) also reasons in 3D; however, while they
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Figure 2: An overview of our model, which takes depth data from two sensors as input to
generate and fuse a combined point cloud representation. Green boxes denote individual
depth images. Blue boxes denote processing pipelines such as a neural network modules.
Purple/pink boxes denote intermediate representations. Data flow is from left to right.

extract 3D features from interest points, we leverage recent advances in deep learning to use
a neural network-based approach operating directly over a rich point cloud representation.

3. Method

Our goal is to use computer vision to automatically record and recognize ICU activities. We
treat the problem as an activity detection task and train a machine learning model to detect
these events. In contrast to recent methods which use 2D methods for temporal activity
detection on RGB images, we propose a new approach for temporal activity detection in
3D. Our key insight is that in busy healthcare settings, such as complex environments like
the ICU, reasoning on 2D sensor data from a single viewpoint alone is not sufficient to
richly cover the entire space. Some downsides and challenges to 2D single-view approaches
include viewpoint variance, occlusion, as well as incomplete coverage of entire rooms (Sturm
et al., 2012). In contrast, multi-view, 3D monitoring of an ICU patient room can provide a
much richer and more comprehensive coverage, both temporally and spatially, of important
activities involving both healthcare workers and the patient.

In this work, we propose a viewpoint invariant, multi-view 3D model for temporal activity
detection. For a given video clip, the goal is to perform frame-level classification of the
activity that is currently occurring in the frame. To construct an approach that is truly 3D
and viewpoint invariant, we must address two main challenges.

e First, we note that sensor viewpoints can vary widely across different environments based
on the placement and angle of the camera. To work towards viewpoint invariance, we use
a 3D spatial transformer network on the input 3D video to normalize multiple views into
a common 3D space.

e Second, we must design a method for effectively combining information collected in
multiple videos from multiple sensor viewpoints. For this, we process our 3D videos using
a PointNet to embed the 3D frames, then perform late sensor fusion across the multiple
Sensors.

Our method is summarized in Figure 2, which consists of 3D data processing, multi-view
fusion, and 3D network reasoning.
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3.1 Point Cloud Generator

Our data is collected in the form of depth videos. In order to perform 3D video understanding,
we first convert depth frames into 3D point clouds. Given an input depth image (video frame)
of size H x W, where each pixel (Zimg, Yimg) represents the distance from the sensor to the
"pixel", we transform the depth image into a point cloud of size HW x 3, where each pixel is
represented by a 3D point with coordinate (z,y, z) through the following transformation:

x = C,(Timg — 160)
Y = —C:(Yimg + 120) (1)

Z = Zimg

where C;, 160 and 120 come from intrinsic camera calibration parameters, and z;p,, is the
value of the depth map at the pixel (Zimg, Yimg)-

3.2 3D Transformation Network

Our goal is to design a method that is capable of processing raw 3D point cloud videos
captured from a large variety of viewpoints. The main technical challenge at hand is therefore
the problem of viewpoint variance across different sensor viewpoints, which we address by
normalizing different viewpoints using a spatial transformer. Having generated point clouds
using the intrinsics of the camera, we attempt to address variations in camera extrinsics
(position, angle, viewpoint, etc.) in the real world by constructing a network that learns
to predict an affine transformation matrix for each given example. This transformation
network effectively normalizes 3D coordinate spaces across different 3D inputs with varying
viewpoints.

3.3 Deep Learning on Point Sets

Given normalized point clouds across different viewpoints, we now perform classification on
these point clouds to predict the currently occurring activity at a given time. Traditionally,
classification on depth images is performed using a CNN using 2D reasoning. In this
work, our aim is to reason over the 3D space using point clouds. To this end, we seek to
perform classification over point clouds using a neural network architecture with the following
properties:

1. Order invariance. Point clouds of size (H x W, 3) can contain its points in any order.
This network should be invariant to (HW')! permutations of the input point set.

2. Local point interaction. Rather than treating points as being isolated, the network
should be capable of performing spatial reasoning in 3D space as a CNN would in
2D space. More concretely, the network should capture local structures of points
neighboring each other.

3. Viewpoint invariance. This is the most crucial property in a desired model for
processing 3D inputs in our setting. We aim to have a network that treats the input
point set as a geometric object, and the learned 3D representation by the network
should be invariant to rigid transformations on the point set.
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Following Qi et al. (2017), we employ a PointNet architecture to process our point clouds.
Given n points representing a point cloud, our network computes learned transformations
between input and intermediary features, followed by feature aggregation using max pooling.
The final step of the network is a linear layer which outputs k classification scores for the &
patient care activities.

4. Data

To evaluate our approach, we collect a dataset of patient care activities in a simulated ICU
room. We collect data from two depth sensors of three patient care activities related to
mobility: getting out of bed, getting in chair, and turning in bed. The two depth sensors
capture complementary views, namely the front view facing directly towards the bed, and
the side view that centers around the chair and covers the head of the bed. The simulation
was guided by a clinician, who helped make sure the activities are reflective of real-world
scenarios and cover enough variations to encompass the diverse scenarios that can occur in
ICU wards. For example, depending on the condition of the patient, "getting patient out of
bed" may involve different numbers of caretakers, and may vary significantly in duration.
"Turning in bed" could be performed in different ways to include different practices, with
different types of back support and equipment used to turn the patient. After data collection,
the data was examined by the clinician to ensure the activities were conducted following the
correct protocol.

In total, 16853 seconds of videos are collected from 10 actors under two pairs of viewpoint
settings, comprising of 316 activity instances, and a difficult negative portion of background
classes. In particular, only 3144 seconds out of the 16853 seconds, or 9455 out of 14075
frames are non-background. Table 1 and Fig 3 show statistics of the simulation data. We
note that activities involving chairs are particularly short, with an average duration of 3.0
seconds. In contrast, bed-related activities have a considerably longer average duration of
more than 10 seconds, as well as a greater variability compared to other activities, due to the
wide-ranging efforts that can be needed to get a patient with little mobility and/or significant
weakness out of bed.

Depth sensors are used to collect de-identified depth images out of privacy concern of the
patients. The sensors produce 240 by 320 depth images with a recording speed of 30 frames
per second. The images are subsampled to 3 frames per second, which helps saving storage
and computation time while retaining enough information to obtain a decent performance.

5. Experiments

In this section we present quantitative and qualitative results of our point cloud-based neural
network approach (based on (Qi et al., 2017) and referred to as PointNet) for recognizing
mobility-related care activities from depth images captured by multiple sensors.

For quantitative experiments, we perform frame-level evaluation as opposed to instance-
level, similar to Yeung et al. (2015), as our objective is to accurately predict and obtain
the total time of every activity for richer information useful to document, instead of merely
occurrences of the activities. We use the standard average precision (AP) metric for evaluation.
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Table 1: Statistics of care activities in our dataset.
# refers to the number of simulation instances.
The chair activities are the shortest in both average
and total time, whereas “turning in bed" is the
longest since turning an immobile patient requires

following specific protocols.

Activity #  Total Time (s) Total Frames
Getting out of bed 92 1103 3309
Getting in chair 133 414 1244
Turning in bed 91 1627 4882
All activities 316 3144 9455

Figure 3: Box plot illustrating the
variability in the duration of activi-
ties.
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Split ‘ Getting out of bed

Getting in chair

Turning in bed ‘ Total

Train 1829 (57.7%) 989 (67.3%) 2896 (60.2%) | 5714
Val 529 (16.7%) 171 (11.6%) 877 (15.8%) 787
Test 812 (25.6%) 310 (21.1%) 1109 (24.0%) | 2231
Total | 3170 1470 4882 | 8732

Table 2: Number of frames with activities and their percentage of total in train/val/test
splits.

5.1 Data preparation

Train, Val, Test splits. The data collected from two depth sensors are first temporally
aligned, then divided into training, validation, testing set, roughly following a 60%, 15%,
25% split with no temporal overlap between the splits. Table 2 shows detailed statistics of
each split.

PointCloud Subsampling The direct output from depth sensors comprises of 76800
(i.e. 320 by 240) points, which would be computationally expensive for downstream models.
We therefore follow the suggestion in Qi et al. (2017) to uniformly subsample 1024 points out
of the 76800. Our experiments show that training with subsampled data achieves comparable
results or even outperforms the full point clouds on certain activities, which may be related
to having fewer noises than the original constructed point clouds, and the fact that the
randomness in subsampling effectively augments the data by adding variations which help
prevent overfitting. In addition, subsampled points are more than 50 times more memory
efficient, and help shorten the computation time significantly.

5.2 Backbone model

Baseline: CNN As a baseline, we implemented a CNN following ResNet-18. The model is
trained from scratch. We experimented with initializing the model using weights pretrained
on ImageNet (Russakovsky et al., 2015) but did not see improvement, which may be caused
by the discrepancy between depth and RGB data. Training is performed using SGD with a
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Model ‘ Sensor ‘ Out of Bed In Chair Turning in Bed Mean AP
CNN A 32% 28% 80% 47%
CNN B 20% 12% % 36%
PointNet A 49% 26% 79% 51%
PointNet B 44% 24% 83% 50%
PointNet AorB 47% 22% 81% 50%
PointNet+STN | A or B 48% 24% 83% 51%
CNN AB 418% 20% 81% 45%
PointNet AB 49% 25% 85% 53%
PointNet+STN AB 52% 27% 84% 54%

Table 3: Frame level mean average precision (mAP) comparison of the 2D CNN model
against the 3D point cloud model, using different combinations of sensors. A and B correspond
to the two sensors in a room. Our PointNet approach is able to significantly outperform
the CNN on the Out of Bed and Turning in Bed activities as well as on the overall mAP,
especially when the two sensors are combined. It is able to perform comparably on the
Getting in Chair activity.

learning rate of le-2 and a weight decay of 1e-6 on batches of 64 frames, and runs for 10
epochs.

5.3 Importance of 3D

The first 6 lines of Table 3 show results using inputs from a single camera. In particular,
the first four lines show the comparison between CNN and PointNet by only taking inputs
from one of the two sensors. The PointNet method consistently outperforms CNN across
all activities and cameras for two reasons. First, processing the scene in 3D space allows
better understanding of the relative positions. Secondly and perhaps more importantly, the
spatial transformer removes discrepancies caused by the camera positioning and angle which
is an important step towards better scene understanding. The reason is that the 3D point
cloud is a viewpoint-invariant representation of the room, and this viewpoint normalization
helps enhance the model’s robustness and generalizability (Jaderberg et al., 2015). As a
comparison, PointNet is quite robust under viewpoint change, which is demonstrated by row
5 and 6 where there is only a marginal gain by adding an STN.

5.4 Importance of Multi-View

Table 3 also compares results from single or multi-view inputs, for both CNN and PointNet.
The performance gain proves that multi-view inputs are able to provide a more informative
representation of the scene than the single view.

A major advantage of having multiple viewpoints is the reduction of occlusion-related
ambiguities by combining complementary views. It is worth noting that even though occlusion
may be caused by poor camera settings, the problem of occlusion is not likely to be entirely
eliminated by a better single camera setup for several reasons. Firstly, the complex setup
of ICUs places constraints on where the cameras can be installed, severely reducing the
likeliness of having a full coverage of a room with a single camera alone. Secondly, since the
ICU patients are usually in a poor condition, multiple caretakers are often involved in each
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3

Getting in chair

Turning in bed

Figure 4: Example correct predictions by our model. The fused point-cloud representations
over a sequence of time are shown for each example.

activity in close proximity of the patients, leading to body-to-body occlusion. Thirdly, due
to the dynamically changing environment, there is usually no fixed angle at which occlusion
may happen. In general, there is a large improvement on handling occlusions by introducing
even only one extra viewpoint, which intuitively helps provide a similar level of information
that a human annotator would have access to. We also see from experiments that combining
results obtained from both cameras can usually help to compensate for the negative effect of
occlusion.

5.5 Qualitative Results

Figure 4 shows correct predictions by our model. We show that our model is able to
simultaneously reason on two point clouds from different sensors, and correctly predict
"Getting in chair" and "Turning in bed" activities. We can see from the visualized point
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clouds that the viewpoints are indeed complementary, and that out model’s capability to
learn to combine both 3D geometric inputs for activity understanding is powerful.

6. Conclusion

In this work, we presented a method for detecting challenging patient care activities in ICUs
by combining depth data from multiple sensors to form a single 3D point cloud representation.
By reasoning on this single shared 3D representation, we demonstrated the effectiveness of
our approach using a dataset of mobility-related patient care activities. For future work, we
would like to examine the use of calibrated point clouds and incorporate temporal information
with recurrent neural networks. We would also like to introduce automated annotations
using current NLP techniques and video annotation tools. We believe the method presented
in this work demonstrates the potential for computer vision to automatically document and
monitor clinically relevant activities in complex healthcare environments such as ICUs.
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